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[bookmark: _Toc119571926]Executive Summary 

The state of Artificial Intelligence (AI) technology has yet to reach the envisioned ability to fully “think like a human.” But the power and potential of AI to replace humans in making more efficient decisions in narrowly defined tasks is being realized across commercial enterprises and federal agencies. This includes such applications such as fraud detection, crime prevention, healthcare, and document processing. However, with the great power and potential of AI comes inherent risks. Guidance at the federal level is available now, and continues to develop, to address areas that must be safeguarded in implementing AI (the White House recently published The Blueprint for an AI Bill of Rights) and approaches to manage implementations (National Institute of Standards and Technology (NIST) provided the second draft AI Risk Management Framework). The importance of proper implementation of AI in the federal environment is reflected in the number of federal organizations set up to address specific elements of AI by the National Artificial Intelligence Initiative Act of 2020.

Enterprises that are implementing AI are finding success and encountering immediate constraints such as the limited number of workers with the required AI experience. In addition, the legacy infrastructures of most organizations were not designed with AI in mind and present immediate obstacles that limit data availability and data access. The data to support AI may be well suited for the functions it was designed to serve but may not be coherent and trustworthy for the purposes of driving AI decision making. Organizations are also inexperienced in AI and often unable to quantify AI results realistically or compellingly to define a return on investment (ROI). Nonetheless AI will be an important part of any agency’s future, so leadership needs to begin to address these challenges and limitations through a combination of bootstrapping small initial efforts, leveraging the AI guidance and resources available and creating roadmaps for each agency’s AI future.

While agencies are finding that isolated AI systems can produce results, add value, and gain a return on investment (ROI), a proliferation of stove-piped implementations can create unnecessary complexity, add cost, and increase risk. The long-term success of AI within an organization of any size will depend on a cloud-based data store with strong roles-based security architecture and a deliberate governance and AI management process. Those requirements are also core elements of complying with the goals of federal modernization.

[bookmark: _Toc119571927]Introduction 

[bookmark: _Toc119571928]Purpose of this Paper

This white paper provides an overview of Artificial Intelligence (AI) and attempts to answer three questions: what AI guidance and resources are available to federal agencies; what technical and process elements need to be considered in implementation and management of AI; and what steps or approaches should federal agencies consider in implementing and managing AI.


[bookmark: _Toc119571929]What is Artificial Intelligence? 

As defined by the National Artificial Intelligence Initiative Act of 2020 (DIVISION E, SEC. 5001), “The term ‘artificial intelligence’ means a machine-based system that can, for a given set of human-defined objectives, make predictions, recommendations or decisions influencing real or virtual environments. Artificial intelligence systems use machine and human-based inputs to – (A) perceive real and virtual environments; (B) abstract such perceptions into models through analysis in an automated manner; and (C) use model inference to formulate options for information or action.” 

Although academic and government entities have been discussing AI since the 1950’s, there is not a consensus scientific definition for AI. What can be agreed is that the world has begun to implement AI solutions but that the fully envisioned AI capabilities, referred to as Artificial General Intelligence, are not close to being created or implemented. The Spectrum of AI Capabilities shown in Figure 2‑A The Spectrum of Artificial Intelligence depicts a gradient of AI solutions. At the left end of the figure, the examples of Artificial Narrow Intelligence (ANI) shown are common and powerful, performing tasks far more efficiently or effectively than humans could perform. Included in ANI are capabilities such as Machine Learning (ML) where an AI system can improve on performance with time and experience, Deep Learning (DL) which are ML algorithms with brain-like logical structure of algorithms called neural networks and Chatbots which is AI that simulates and processes human conversation (either written or spoken), allowing humans to interact with digital devices as if they were communicating with a real person.  Although these ANI capabilities are impressive, they have all been explicitly designed/programmed to perform a narrow task and could not be expected to execute tasks outside their narrowly designed scope. At the right end of the figure will be Artificial General Intelligence (AGI) solutions that can replicate human thought more closely and apply abstract concepts from one area of experience to another new area of experience. Such AGI systems exist now only in fiction.
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[bookmark: _Ref115785467]Figure 2‑A The Spectrum of Artificial Intelligence
[bookmark: _Toc119571930]Federal Guidance & Initiatives:

Although AGI is not currently on the horizon, the more targeted ANI systems are becoming more prolific in accomplishing increasingly complex, although still narrow, tasks as effectively, or even more effectively than humans. With AI growing in government, several federal agencies and international entities have studied AI progress and implementations to determine how AI will affect an organization and its stakeholders and to determine what policies and practices should be implemented to govern acquisition, implementation, and use of specific AI solutions. The White House Office of Science and Technology Policy (OSTP) responsible for oversight of federal efforts for compliance with  the National Artificial Intelligence Initiative Act of 2020 (NAIIA) through the National AI Initiative (NAII) https://www.ai.gov/. This has led to the establishment of several government-wide AI entities, shown in Figure 3‑A NAII Government-Wide AI Bodies, to define the federal government roadmap for AI adoption, and for definition of specific organizational roles and responsibilities.
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[bookmark: _Ref118024101]Figure 3‑A NAII Government-Wide AI Bodies
The following documents provide recent examples of federal and other recommendations and guidance on the topic of AI:

[bookmark: _Hlk118887510]National Institute of Standards and Technology (NIST) AI Risk Management Framework: Second Draft August 18, 2022, intended for voluntary use to address risks in the design, development, use, and evaluation of AI products, services, and systems. https://www.nist.gov/system/files/documents/2022/08/18/AI_RMF_2nd_draft.pdf
NIST AI Risk Management Framework (AI RMF) Playbook. The Playbook, based on the NIST AI RMF Second Draft, provides an action Framework users can use to implement the AI RMF by incorporating trustworthiness considerations in the design, development, use, and evaluation of AI systems. The draft Playbook includes example actions, references, and supplementary guidance for “Govern” and “Map” – two of the four proposed functions. Draft material for the “Measure” and “Manage” functions will be released later. https://pages.nist.gov/AIRMF/
GSA AI Guide for Government. Published by the GSA IT Modernization AI Center of Excellence, This AI Guide for Government is intended to help government decision makers determine how AI will affect their agencies and how to invest in and build AI capabilities. https://coe.gsa.gov/coe/artificial-intelligence.html
American Council for Technology and Industry Advisory Council (ACT-IAC) White Paper: Artificial Intelligence Playbook. The playbook proposes a process and defines a series of phases to support the United States Federal Government in its understanding and application of artificial intelligence (AI) technologies to support its mission. https://www.actiac.org/system/files/AI%20Playbook_1.pdf
Organization for Economic Cooperation and Development (OECD) Framework for the Classification of AI Systems. Produced by the international OECD, it is intended to help policy makers, regulators, legislators, and others characterize AI systems deployed in specific contexts. The OECD has developed a user-friendly tool to evaluate AI systems from a policy perspective. It can be applied to the widest range of AI systems across dimensions of: People & Planet; Economic Context; Data & Input; AI model; and Task & Output. https://www.oecd-ilibrary.org/docserver/cb6d9eca-en.pdf?expires=1664990315&id=id&accname=guest&checksum=2B6A64104FC7FE549720CC4076979E77
[bookmark: _Toc119571931]The Emerging AI Landscape

[bookmark: _Toc119571932]Trends of Adoption
Emerging AI solutions will help government 1) realize savings through improved operational efficiency, 2) provide new and improved services for both internal and customer facing functions, 3) drive more data driven decision making that will improve overall effectiveness. A review of AI research literature and technology analysis sources, has identified several currently available and emerging uses of AI that are gaining traction, increasing in use, or being incorporated in plans across multiple government organizations. They include:
Military
Autonomous drones and weapon systems:  Unmanned combat aerial vehicles (UCAV), will be used to carry combat payloads like missiles, usually under real-time human control, with varying levels of autonomy. 
Applications to provide improved cyber security and improved physical security.
Tools to improve strategic decision making.
Simulation systems and other AI applications to improve training.
AI improved supply chain applications.
Domestic security
Tools and platforms for crime data assessment, producing recommendations for optimal law enforcement presence: AI can be used to identify patterns in policing heat maps to forecast where and when next crimes are likely to occur. 
Surveillance systems that use ML and DL-based algorithms analyzing images, videos, and data recorded from CCTV cameras. Though techniques like facial recognition enable governments to identify people from video records, the ethical side of AI-powered surveillance is still controversial.
Regulatory compliance and fraud detection
Automated support in identifying regulatory compliance issues and identifying consistency in overall regulatory structure.
Pattern recognition systems to identify fraudulent benefits claims:  AI-powered fraud detection can help agencies identify problems with the benefit and welfare programs by using analytical tools to identifying patterns in claims such that indicate potential or actual fraud.
AI analysis and processing of social media profiles to check if there is any conflicting information compared to the applications. However, this may be perceived as an infringement of personal data in many countries.
Healthcare
AI to support diagnosis and to assess the efficacy of treatment protocols.
Imaging analysis, data analysis and pattern recognition to allow early identification of disease.
Analysis of disease propagation and generation of approaches to prevent disease spread. To do this, there are two types of AI applications, which are:
Machine learning algorithms that cross-check patients with similar symptoms from various locations, detects patterns, and warns when an outbreak might occur.
Data analytics, especially in pandemics like COVID-19, used to identify contacts with a known carrier of the virus
Handling citizens health related queries to help resolve ambiguity about what citizens might do to protect or quarantine themselves in pandemics and can help provide valuable information regarding multiple areas of health care. AI technologies can assist in informing people and can help agencies respond to frequently asked health related questions.
Education and Training
Personalized education and training for government and military personnel. ML algorithms can be applied to provide personalized education irrespective of the number of students. AI can analyze employee progress and find the gaps between what is taught and what is not yet understood.
Emergency and disaster support
Classifying emergency calls based on their urgency and applying voice recognition technologies & ML algorithms to help governments automate emergency call lines by understanding and categorizing queries.
Application of ML & DL algorithms map the dryness of forests to predict wildfires and improve overall fire prediction.
Applying AI to formulate approaches to crisis response in cases of natural and human-made disasters in search and rescue missions, as well as the outbreak of disease.
Customer Service and Administrative support
Customer service chatbots will emerge as most common uses of AI in government in the near term. Chatbots will enable governments to perform a variety of tasks, including:
Scheduling meetings
Answering FAQs
Directing requests to the appropriate area within government
Filling out forms
Assisting with searching documents
Helping improve efficiency in all areas of recruiting and employee selection
AI applications for translation and multilingual support will expand to support increased diversity among government personnel and customers for government services
Document Preparation and Review
Document automation including extraction and inputting of invoices, architectural drawings, certificates, charts, drawings, forms, legal documents, and letters has growing potential as a means of responding to increasing service requirements in the face of limited resources.
AI can be used for automated drafting of documents & announcements: Automated content can be generated with Natural Language Generation, which is already being used in some newsrooms.
AI support for automated document review and coordination can significantly improve performance in governance organizations.
Robotic process automation (RPA) and intelligent automation
AI forms processing for agencies such as FDA, Social Security, and IRS.
AI support for data entry, data reconciliation, spreadsheet manipulation, systems integration, automated data reporting, analytics, and customer outreach and communications.
AI support to all areas of testing.
[bookmark: _Toc119571933]Federal Spending in AI

Federal spending on AI Research and Development (R&D), AI implementations and AI operations continues to rise. Beginning with the FY2020 budget request, the Subcommittee on Networking and Information Technology Research and Development (NITRD Subcommittee under the aegis of the OSTP has annually reported consolidated Federal nondefense investments in AI R&D. This reporting began in response to Executive Order 13859, “Maintaining American Leadership in Artificial Intelligence”, which required a standardized approach to accurately account for AI R&D investments across the Federal government. At that time, NITRD worked with Federal agencies to create a new Program Component Area (PCA) for AI and to account for investments in AI R&D that are part of other PCAs. The Federal budget for nondefense AI R&D accounts for investments in both core AI and crosscutting AI that is captured under other NITRD PCAs. The first accounting of core AI R&D investments occurred in FY18. The AI crosscutting budget data was reported for the first time in FY19 in the “NITRD Supplement to the President’s FY2020 Budget” and is not available for FY18.
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Figure 4-A AI Budget 

AI federal spending remains rooted in R&D, however, as shown in the previous section, AI systems are gaining momentum as agencies automate mundane, repetitive tasks to augment the federal workforce and shift responsibilities to “high-value,” cognitive work.
[bookmark: _Toc119571934]Obstacles to Implementation

Most federal agencies are seriously investigating the use of AI to improve their operations. Results have shown that organizations implementing AI are encountering recurring obstacles to enterprise implementations.

AI Workforce – The skill sets required of the AI, including cyber security, enterprise data integration, and programming, are already hard to acquire in a workforce. Finding personnel with these skill sets and with AI systems, tools and techniques experience is complicated by the limited number of potential employees available. 
Trustworthy Data – The data necessary to drive AI decision making will determine if results are valid and useful. When data is gathered for some other purpose, it may not support the purposes of an AI system and may not accurately reflect the problem that AI is intending to solve. For example, traffic data sets used to train an AI system may have been gathered before road improvements or signal changes and will result in a system trained to make decisions for an environment that no longer exists. Human capital data gathered before COVID-19 that is used to predict workforce travel and remote work patterns will produce erroneous results today.
Data Access – Most data are associated with a particular system and system access methodology. The desired results of an AI implementation will very often require the correlation and collaboration of data across multiple systems. Orchestrating data access across multiple systems and maintaining the required access through the lifespan of an AI operation can be challenging when that role of AI decision making was not architected originally at the enterprise level.
Easily Defined ROI – Even when the results of an AI prototype show promise, it is often hard to define a near term ROI. Better hiring decisions using AI will result in better and more productive employees. How do you measure that improvement? Organizational experience with AI will make the results better understood by the implementation teams and more quantifiable. Gartner forecasts that by 2024, 54% of AI investments will be quantified and linked to specific KPI to measure ROI.
[bookmark: _Toc119571935]Technical and Process Elements

[bookmark: _Toc119571936]Technical Fundamentals 

The basic elements of an AI System are data, AI tools/software and actionable results, as shown in Figure 5‑A Basic Technical Elements of an Implementation of Artificial Intelligence. In its basic form, data may come from a single, or multiple reliable data set(s) or sensor(s). The tool can be a piece of software running as an application, special purpose hardware or even embedded on a chip. The actionable result could be a report, another data set, execution of a process, or a signal to another device. A simple example of this is a video camera that reviews live video images, which provides the data set. The AI is the software embedded in the camera or an application that looks for a person or vehicle that enters the video frame. The actionable result could be to record that stream and/or alert someone.

[image: ]
[bookmark: _Ref117849667]Figure 5‑A Basic Technical Elements of an Implementation of Artificial Intelligence
Enterprise level implementations of AI to produce enterprise level results will not be this basic and will require multiple data sets across multiple systems. Sensors used in AI may feed data across the enterprise. This will most likely drive an architecture where the data largely resides in a cloud environment where it can be managed, replicated, and accessed throughout the enterprise, such as that shown in Figure 5‑B Robust Elements of an Enterprise Implementation of Artificial Intelligence.  
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[bookmark: _Ref117849954]Figure 5‑B Robust Elements of an Enterprise Implementation of Artificial Intelligence
This type of architecture is especially effective if an organization is pursuing a data architecture to support future AI requirements that are not currently known or understood. The data sets in a cloud environment could then be fed from multiple sources and accessed by different AI applications and the original system that required the data.

[bookmark: _Toc119571937]The Fundamentals of Trusted AI
As the use of AI to improve efficiency and quality of an agency’s performance grows, it is imperative that the agency and the public have confidence and trust in the results produced by AI. The myths of rogue AI systems taking over or deliberately distorting the execution of missions are unfounded (so far) and the result of imaginative entertainment. However, the risk of AI producing results that are not in the interests of the agency are real and must be guarded against. The foundations of a trusted AI system are good representative data, sufficient connectivity, a powerful sense of security and privacy for both data and results and a non-biased implementation.
Data – AI will operate on data, whether from a single or multiple data sets, or a single or multiple sensors. The quality of that data is essential. The data must fully represent essential characteristics of the target environment required for AI to draw conclusions, make decisions, and perform actions. An AI system used to detect dangerous baggage from an x-ray stream will fail if the resolution of the stream is insufficient for the threats of concern. Typically, AI is trained through initial and on-going data sets. If the training data is not representative of the environment expected, the training will be insufficient, and the AI system not completely trained until adjusted through incorrect results. Data for AI needs to be complete, coherent, and representative.
Connectivity – To ensure the AI system receives timely and complete data and can provide results when needed there must be sufficient connectivity to manage the data feeds expected. This is one reason a data set that resides in a cloud architecture is desirable. A commercial cloud environment will provide sufficient connectivity in most locations. The connectivity to the cloud may be a challenge for an agency if sensors or data sets are in extreme remote locations. There are several available technologies including 5G and satellite to address these challenges and bring remote data into the cloud infrastructure. 
Privacy/Security – An agency must consider the privacy and security requirements for all its data and ensure that unauthorized AI systems and personnel are prohibited from gaining access. The actions/results of an AI system must be evaluated for privacy and security concerns even if the feeds themselves have been validated. The combination of benign disparate data may generate results with different privacy/security concerns than the input data.
Non-bias – An AI system will generate results faster and more efficiently than humans. But the implementation of AI must guard against more effectively implementing a biased human decision process or creating, through flawed data training, a system that inherently produces biased results. Federal agencies are paying particular attention to creating non-biased AI due to the inherent heavy responsibility driven by public trust. The Executive Office of the President has published guidance for creating trustworthy AI https://www.federalregister.gov/documents/2020/12/08/2020-27065/promoting-the-use-of-trustworthy-artificial-intelligence-in-the-federal-government and in October 2022 released a Blueprint for an AI Bill of Rights https://www.whitehouse.gov/ostp/ai-bill-of-rights/. The Department of Defense has adopted and published Ethical Principles for Artificial Intelligence https://www.defense.gov/News/Releases/Release/Article/2091996/dod-adopts-ethical-principles-for-artificial-intelligence/, and GSA’s AI COE Guide for Government contains considerable guidance on Diversity, Equity, Inclusion, and Accessibility (DEIA) AI concerns. Federal agencies have a fundamental responsibility to implement non-bias AI.
[bookmark: _Toc119571938]AI Security and the RMF Lifecycle

Any AI implementation is expected to change with time. Either the AI Model as implemented in some applications will change to meet new or changing requirements, or the data itself will change with time. In either case the results and risks will then change. This requires a lifecycle approach to AI and AI security. The OECD has developed a framework for classifying AI actors and their AI lifecycle activities according to key socio-technical dimensions, each with properties relevant for AI policy and governance and risk management[footnoteRef:1] To support its AI Risk Management Framework (RMF), NIST has slightly modified OECD’s AI Lifecycle, shown in Figure 5‑C NIST Lifecycle and Key Dimensions of an AI System, to highlight  the importance of test, evaluation, verification, and validation (TEVV) throughout an AI.  [1:  OECD (2022): OECD Framework for the Classification of AI systems | OECD Digital Economy Papers] 



[image: Diagram

Description automatically generated]
[bookmark: _Ref117856080]Figure 5‑C NIST Lifecycle and Key Dimensions of an AI System
With this lifecycle model, NIST identifies actors that are responsible for the key phases of AI as well as those who will be affected by the AI. This provides the context and responsibilities for defining and managing AI risk. The NIST emphasis on TEVV targets actions necessary to continuously manage risk through its AI RMF. The NIST AI RMF Core as illustrated in 
[bookmark: _Hlk117857016][image: ]   Figure 5‑D NIST AI RMF Core Four Functions, is composed of the four functions: Map, Measure, Manage, and Govern. The AI RMF Core provides outcomes and actions that enable dialogue, understanding, and activities to manage AI risks. This is detailed in the Draft NIST AI Risk Management Framework (AI RMF) Playbook https://pages.nist.gov/AIRMF/
In the Playbook, each of these high-level functions is broken down into categories and subcategories. Categories and subcategories are then subdivided into specific outcomes and actions. 
[bookmark: _Ref117857165]Functions organize AI risk management activities at their highest level to govern, map, measure, and manage AI risks. Governance is a cross-cutting function that is infused throughout and informs the other functions of the process. This Playbook is continuing to evolve but has sufficient content and substance to guide an agency in developing its own risk approach. NIST asked for initial comments on the second draft by September 29, 2022.
   Figure 5‑D NIST AI RMF Core Four Functions
[bookmark: _Toc119571939]Agency Network Modernization

Two crucial elements of reaching the goals of federal IT modernization are data center migration to the cloud and Zero Trust Architecture (ZTA). These same elements will help provide the necessary infrastructure to support future AI requirements.

GSA's Office of Technology Policy helps federal agencies meet the Office of Management and Budget (OMB) requirements to consolidate and modernize IT infrastructure through the Data Center and Cloud Optimization Initiative Program Management Office (DCCOI PMO). Most agencies have active initiatives to modernize IT infrastructure by consolidating and moving data to the cloud, to save money, and to improve the federal government's cybersecurity posture based on the Federal Information Security Modernization Act of 2014 (FISMA 2014). As described in previous sections, an infrastructure where most data is accessible through the cloud will be essential for AI operating on complex and distributed data stores and feeds.

The ZTA model is a significant shift for how the Federal Government is to secure federal infrastructure, networks, and data in comparison to the legacy perimeter-based model where access is verified once by a single authentication, device profile interrogation, or firewall rule allowance at a defined boundary entry or exit point. The ZTA model enforces continuous verification of each user, device, or application function while ensuring that data access transactions are constantly reauthorized according to the established policies throughout the session. “OMB’s Zero Trust Strategy is an important milestone in the President’s effort to modernize the federal government’s cyber security to meet current threats, as outlined in Executive Order 14028,” said Deputy National Security Advisor for Cyber Anne Neuberger. The President’s Executive Order (EO) 14028 on Improving the Nation’s Cybersecurity  issued on May 12, 2021, charges multiple agencies with enhancing cybersecurity through a variety of initiatives related to the security and integrity of the software supply chain.

A fully implemented ZTA can provide an essential tool to enable access to data across multiple systems that are required by AI and ensure the privacy and security of the data and results of AI. ZTA is an important foundation of the trustworthiness required of AI.
[bookmark: _Toc119571940]Considerations for Leadership/Management

Given the current proliferation of AI and the growing expectations of AI contributions to agency mission, agency Chief Information Officers and IT leadership should look for ways to show early advantages of AI while planning for a future that will expand the role of AI. The following are suggestions for areas of consideration to assist leadership/management in staying ahead of the AI curve.

Use an ROI Approach – Agency leadership should look for ways of showing clear and early ROI with most of its initial implementations. This will not only gain support and acceptance of investments in AI but can also be valuable in evaluating early efforts in implementation. Lack of expected ROI can indicate that the business case was not correct that justified the AI or the implementation was flawed. In either case early and decisive action will save resources and gain credibility. ROI is a useful way of managing expectations. ROI analyses must also weigh the use of AI as a substitute for labor, especially in areas where labor is scarce or expensive.

Understand the Data Landscape – While IT leaders usually have an overall grasp on their agencies data, they tend not to look at it with an eye towards the data requirements of AI. By gaining an appreciation of the agency data sets from the perspective of data quality, defined roles and access, trustworthiness, connectivity to the enterprise and value to agency mission, leaders will be better able to gauge the complexity and probability of success of prospective AI initiatives and guide the business leaders in developing perspective AI projects with the highest ROI.

Use AI to Market a Target Architecture – To support a robust AI enterprise capability, an agency infrastructure should be cloud based with a zero-trust architecture foundation at least for the data and systems of interest for AI. There are already mandates for federal agencies to move in this direction. An agency should prioritize those portions of its infrastructure that will support AI ROI in implementation. If agency leadership/management believe that the requirements for AI will grow, they should begin or accelerate work towards an infrastructure that will support future AI requirements. As agency leadership gains an appreciation for the future value of AI it will make it easier to overcome any resistance to IT modernization.
[bookmark: _Toc119571941]Suggested Actions for Agencies

All agencies will be expected to implement some level of AI, even if as part of R&D. To ensure that agencies are prepared to meet this increasing challenge the following actions are suggested:

Gain Experience and Expertise through Pilots – Beginning just a few controlled pilots, or just one, will be a way of getting your existing staff experienced in AI and having a good pilot might encourage prospective employees to join. The organization itself also needs AI experience so that it can begin important considerations of privacy/security and business personnel can start to understand what AI capabilities can do for their operations. One way of gaining expertise is to evaluate successes and failures of AI implementations by other agencies, or by commercial enterprises. Applying lessons learned from other initiatives can reduce risk, avoid missteps, and provide insight that is valuable to new implementations.

Develop Standards for ROI – The organization will need its own standards for ROI so that it can evaluate AI implementation progress and so that it can prioritize candidate AI implementations. This should include the timeframe of the financial return on investment or the expected increase in quality. Does it have to happen in the first two years? First five years? The organization will set limits of how many of each type and longevity it will take on at one time. Ensure that total cost is considered including the cost of data improvement or privacy/security implementation and long-term governance.

Target a Foundational AI Environment for Initial Implementations – Look for pockets of good data and security that will allow the implementation of AI to proceed without added burdens of fixing data integrity or implementing new layers of security and access. An agency Human Resources (HR) data is known to be good, with solid access requirements and controls. In this situation the results of the AI for action may be HR oriented with similar or same access requirements and could help address recruiting and retention. Wherever the foundations that will drive trust of the AI while reducing complexity of implementation will be a good place to start. In a long-term view, there may be cross access and the need to bring in data with more complexity. It is best not to start with that level of complexity when trying to establish AI credibility and build AI organizational experience.

Develop Risk Guard Rails – Each agency must develop its own risk guard rails when considering potential implementations of AI and on-going operation. The NIST AI RMF will help an agency with these considerations. An agency needs to determine what types of its data would be low, medium, or high risk (or untouchable). The types of AI results and actions of the agency will also have to have associated risks. This may require additional safeguards, results verification and other TEVV actions depending on risk level. Most agencies have fully embraced RMF as a means of evaluating cyber risk and should draw lessons from their own experience there to apply to AI RMF.
[bookmark: _Toc119571942]Frequently Asked Questions

Does all my organization’s data need to be in a cloud for an AI implementation?

No, AI implementations often can be implemented using a data source that is local that may not even be saved. An example would be an image recognition system at an access security point. The software in the machine may analyze a live stream x-ray or video and compare to locally stored image profiles to alert an operator. For more complex geographically distributed enterprise AI an organization may find that cloud-based data provides the best infrastructure to reduce costs, increase access and timeliness and allow greater potential AI implementations.

Will AI eliminate jobs?

The consensus view is that AI will replace many current tasks performed by humans with some AI systems but will end up providing greater opportunities for workforce positions to perform new functions that a human can do better. An example would be an AI system that reviews medical data and produce a diagnosis with greater accuracy and speed than humans. This would allow the medical professional to spend more time collaborating with the patient to understand the implications and plan treatment that fits into life circumstances and other personal medical factors. It is expected that AI will increase employment overall even as it eliminates some functions performed by a workforce. In addition, AI can perform tasks where the required skilled labor is scarce or unavailable.

Since data access is important to AI, do I have to have all my access roles defined up front to ensure privacy/security requirements?

If an agency is new to role-based access it would be best to start simple where only a handful of roles could be defined that would ensure the correct safeguards are in place while allowing the required AI access. As an agency gains more experience with AI and roles-based security the role definitions can be expanded and refined.

Will it take many years to implement an AI project?

An AI solution could be simple and be implemented in a brief time measuring in weeks or months. But a target AI implementation might take years to complete, especially if there is a significant amount of infrastructure that must be put in place or aligned.

How does an agency “buy AI”?

AI products and services are available through many sources including GSA multiple award schedules. An agency should first focus on the expected result and ROI business case and then determine if it is simple enough for a point solution to be purchased or requires a broader design and analysis to implement effectively. AI services of these types are also available through GSA best in class vehicles.
[bookmark: _Toc119571943]GSA is Here to Help

If you would like more information on the topics covered in this paper, please reach out to your designated GSA representative at https://gsa.gov/nspsupport or call 855-482-4348 to get in touch. GSA has multiple offerings for products, services, and solutions to support your planning, implementation, and continued support of the components of your AI. Thank you for reading!
[bookmark: _Toc119571944]Conclusions

The discussion of what AI is and what can AI do for my organization has been going on for decades. In looking at the state of AI there are two conclusions one might draw:

AI rewards are possible/probable but there are risks. There have been enough examples in various enterprises and improvements to mission that the application of some AI to any operation will have some benefit. As the pace of AI technology development accelerates, so will the possible rewards to an enterprise. But it is also clear that AI comes with its own set of risks and vulnerabilities. It would be unwise to ignore the possible advantages of AI. It would be foolish to ignore the risks. Within just the last few years federal entities such as the OSTP and NIST have begun to produce frameworks to evaluate AI risks. 

AI is a developing field, and you need to develop with it. As AI technology and guidance continues to mature, it is clear that the ultimate advantages of AI for any organization will be limited by its workforce, the organization’s own ability to make AI decisions and the infrastructure. To be best prepared to leverage AI, leadership should begin some level of AI activity or pilots to develop its workforce experience, the organizational governance required and to understand the pace and priorities for its own IT infrastructure modernization.
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